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Group Science: The Open-source Study

of Higher-order Networks With XGI

By Nicholas W. Landry and
Laurent Hébert-Dufresne

he concept of group effects is not
T always intuitive. In the natural scienc-
es, multibody interactions often involve a
sum of pairwise interactions, but the natural
laws that govern these interactions remain
unchanged. When calculating gravitational
fields, for example, Leonhard Euler’s three-
body problem can yield dramatically richer
behavior than the two-body problem, but the
underlying physical laws remain the same.
However, some interactions do change in
groups; opinion dynamics may work differ-
ently as social networks expand, predation
preference in ecosystems shifts with com-
munity composition, and many chemical
reactions require multiple reactants. It is
also combinatorially challenging to model
groups, as a system of 1,000 parts can

contain up to (*2")=O(10”) pair inter-
actions but as many as 2"°’=0(10*")
groups! Researchers need new software to
efficiently store group interactions, analyze
their structures, simulate their dynamics,
and ultimately examine their impacts on
nature and society.

Social scientists have long debated the
reality of groups distinctly from their indi-
vidual members, as well as the prospective
impacts of groups on individual behavior.
Groups can develop specific norms, cul-
tures, and sometimes seemingly minds of
their own, which means that new phenome-
na and mechanisms can emerge at the group
level. Experts have studied group ontology
in sociology [10], philosophy [8], and other
disciplines, but they continue to deliberate
about groups’ irreducibility when compared
to their members [5, 9]. These ongoing que-
ries resonate with the philosophy of com-
plex systems and network science, whose
researchers typically embrace the fact that
“the whole is more than the sum of its parts”
[1]. As a result, a community has emerged
in recent years that focuses on higher-order
networks, contributing mathematical mod-
eling tools, software, and large-scale data-
sets to solve computational challenges and
improve our collective understanding of the
differences between multibody interactions
and mere sums of pairwise interactions.

Mathematically, higher-order networks
often take the form of hypergraphs (i.e., a
set of nodes and a set of arbitrarily-sized
interactions, or hyperedges) or simplicial
complexes (i.e., hypergraphs with an added
constraint of downward closure so that
every sub-interaction exists within a given
hyperedge) [7]. Unlike pairwise networks,
where groups are simply implied as dense
subgraphs within a network’s structure,
higher-order networks explicitly model
groups and thus facilitate the modeling of
group-level dynamics.

Barriers to Working With
Higher-order Networks

However, higher-order networks pose sev-
eral challenges. First, they can be extremely
computationally expensive; exhaustive com-
putation quickly becomes infeasible at the
scale of practical applications. For instance,
coauthorship networks can easily include
millions of authors and publications. In
contrast, empirical higher-order networks
are often quite sparse, and large groups
are much less common than smaller ones.
Network analysis algorithms leverage these
properties to sidestep such combinatorial
limitations and enable the study of empirical
higher-order systems at scale. But higher-
order datasets themselves pose difficulties as
well, as a lack of standardized formats pro-
motes ad-hoc methods for data processing.

Overcoming these challenges requires
efficient, user-friendly software that is inte-

grated with large-scale datasets. Just as
NetworkX,! igraph,> and graph-tool® have
become the lingua franca of network sci-
ence software, newer software packages*
have materialized to handle the demand of
higher-order network science: an analogue
of pairwise network science in the age of
big data. These packages provide a com-
mon language through which higher-order
network scientists across diverse disciplines
can collaborate via network data structures,
efficient algorithms, and integration with
large-scale network datasets.

The XGI Research Ecosystem

The CompleX Group Interactions® (XGI)
software package is an open-source Python
library for the analysis of higher-order
networks [6]. XGI addresses the aforemen-
tioned challenges by offering a comprehen-
sive ecosystem for higher-order network
science research through a suite of analyti-
cal tools, seamless integration with a cor-
pus of large-scale datasets,

generation of synthetic hypergraphs. In
several cases, XGI's state-of-the-art algo-
rithms have improved performance by sev-
eral orders of magnitude when compared to
exhaustive computation.

XGl is integrated with the XGI-DATA
repository:® an open data repository on
Zenodo that hosts 44 datasets of diverse
domains, systems, and sizes. Each dataset
is accompanied by computed statistics and
information, such as how and when the
set was collected, who created it, what the
nodes and edges represent, and how to cite
it. A single command loads the datasets
via an HTTP request, streamlining scien-
tific workflows. In parallel, the Hypergraph
Interchange Format exists as a data sharing
standard [3] to facilitate the sharing of high-
er-order network data between different sci-
entific software packages and research teams.

As an example of XGI’s potential, Figure
1 depicts the arxiv-kaggle dataset from
XGI-DATA. This dataset comprises 1.8

million nodes (authors)

and extensive tutorials and
documentation. The library
can represent undirected and
directed hypergraphs and
simplicial complexes; read
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and 2.8 million hyper-
edges (publications) that
are loaded into XGI with
load_xgi_data
method. The cleanup

and write networks that are
stored in common file formats; convert
between different data structures; clean up
common data artifacts; generate synthetic
networks from random and classic models;
analyze network properties such as cluster-
ing, assortativity, path lengths, node and
group centrality, and connectedness; simu-
late dynamics; and visualize these networks.
XGI represents higher-order networks
as a data structure, storing all node-group
relationships for efficient computation.
However, this depiction is not always suit-
able for all applications; for example, spec-
tral measures of hypergraph structure rely
on matrix representations. To account for
this limitation, XGI can convert to and
from more than 10 different higher-order
data structures, including representative
matrices, lists of groups, and node-group
relationships. In particular, the field has
especially advanced in the efficient mea-
surement of higher-order statistics and

https://networkx.org

https://igraph.org
https://graph-tool.skewed.de
https://github.com/xgi-org/xgi/blob/
main/OTHER_RESOURCES.md
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S

method in XGI enables

data cleaning, which removes single-author
papers and papers that fall outside of the
largest connected component — a tech-
nique that is useful to many data sci-
ence pipelines. The H.edges.filter-
by () method then filters the dataset with
a custom filtering function, which extracts
papers that have two or three authors and
“hypergraph,” “higher-order,” or “simpli-
cial” in the title — ultimately yielding
a hypergraph with 593 nodes and 518
hyperedges. The £ilterby method is an
example of XGI's statistics interface for
node and edge properties, allowing users
to easily convert between data formats,
compute statistics on these properties, and
even define one’s own statistics. We can
visualize the dataset with xgi.draw(H),
where the node colors signify the average
occurrence of higher-order keywords in
the papers with which they are affiliated.
We can analyze this hypergraph in a
variety of ways. First, we can leverage
different data representations to unlock
various measures from linear algebra or

6 https://xgi.readthedocs.io/en/stable/xgi-

data.html
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pairwise network analysis. Second, we
can simulate multiple dynamics—such as
the Kuramoto model or the hypergraph
susceptible-infected-recovered model—on
the hypergraph to analyze the resulting
behavior. We can also generate synthetic
higher-order networks with tunable struc-
ture, which may serve as null models or
the theoretical foundation for analytical
measures of structure or dynamics. And
finally, we can measure the structure of
a higher-order dataset to quantify degree
assortativity, simpliciality, clustering coef-
ficients, and so forth. A great place to start
is the XGI project website,® which contains
comprehensive documentation and tutorials.

Looking to the Future

Toy models have already demonstrated
the importance of group effects. Simple
mathematical models of contagion that are
mediated through group dynamics naturally
exhibit phenomena that exist in the real
world—e.g., polarization, collective action,
and tipping points [2, 4]—and are often
generated by a critical mass of influential
groups, rather than individual agents.

Researchers are now advancing the fron-
tiers of group science on two separate
fronts. First, theoretical models require
validation with more observational data,
necessitating new experiments and model
systems. And second, certain hypothesized
dimensions of group dynamics, such as
group states and the alignment of rational-
ity between groups and their members, are
still somewhat unexplored [9]. The way in
which groups shape our world—by mediat-
ing the flow of information, influencing the
formation of ideologies, driving the spread
of infectious disease, etc.—is an exciting
area of study. Higher-order networks will
always be more computationally expensive
than their pairwise alternatives, but open-
source software packages that leverage
efficient algorithms, large-scale datasets,
and compelling visualizations are unlocking
this exciting field for practitioners across a
diverse range of disciplines.
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Figure 1. An illustration of the CompleX Group Interactions (XGI) network analysis ecosystem. Each step in the pipeline can be executed with

just a few lines of code. In the lower right panel, “"ES"” stands for edit simpliciality and “CC" stands for clustering coefficient. Figure courtesy of

Nicholas Landry; the XGI code that was used to create the figure is available at https://github.com/nwlandry/group-science-siam-news.
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